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Abstract. We construct a family of almost continuous codes between a mixing one-step Markov 
process with two symbols and a Bernoulli scheme. 

I. Introduction 

It is known (see Ref. [2]) that two "finitely determined" processes with the 
same entropy are isomorphic. In particular this statement implies that a mixing 
Markov chain is isomorphic to a Bernoulli scheme with the same entropy ([1, 2]). 
The isomorphism means, in the language of codings0 that one can find invertible 
and shift-invariant maps between the typical sequences of the two processes. 
Such "codes", nevertheless, are explicitely known only in a few cases (see [4]); 
moreover, it is not known whether, endowing the space of sequences with the 
natural topology defined below, it is possible to construct almost continuous 
codes. 

Here we construct explicitely an uncountable family of almost continuous 
invertible codes between a mixing one-step Markov process with two symbols 
and a Bernoulli scheme. 

2. Symbols  and Definit ions 

Let X = { -  1, 1 }z be the set of all doubly infinite sequences of the two numbers 
- 1, 1, ~ the a-algebra of the Borel sets in X (endowed with the topology obtained 
as product of the discrete topologies on the factors); let T : X ~ X  be the map 
defined by: 

(Tx) i =xi+ 1 . (2.1) 

If#s is a T-invariant measure defined on N, we call the triple S = (X, T, Ps) a "shift". 
If, moreover, q):X ~ X is a Borel map commuting with T, let us define: 

7pS=(X,T,~o#s), with 7Pl~s(Y)=iZs(q)-lY) V Y e M .  

Let 0 < e < 1; call B~ the (Bernoulli) shift whose measure #B~, extended to ~ by 
Kolmogorov's theorem, is defined on the cylinders of X by: 

I-I 1-I ( i - a ) .  (2.2) 
l <=r<l l <_r<_l 

k~ = 1 k~ = - 1 
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In a similar way we can define the one-step Markov shift M~ by letting: 

~Mo({x~Xlx~÷~=kx...x~÷~=k~})=½ I ]  ~ 1-[ ( l - c 0 .  (2.3) 
l<r__</ l < r < = l  

kr  = ~r - 1  kr  ~= k r - 1  

It is easy to check that B~ and M~ have the same entropy, and thus they are (Refs. 
[1, 3]) isomorphic. This implies the existence of an invertible measurable map 
'4;: X--+ X commuting with T defined #M~ - a.e., such that: 

g) M~ = B~. (2.41 

Using the definitions (2.2) and (2.3) one can immediately check that the map q~ 
defined by letting: 

((p x)i = x i_ 1 "xi (2.5) 

satisfies (2.4); on the other hand the map q0 is clearly not-invertible. It is known, 
however, that, if we introduce in the set of the measurable mappings commuting 
with T the metric: 

~(~o, vJ) = #~,~({x ~ xl(~0 X)o 4= (~X)o}) • (2.6) 

<p is an accumulation point of invertible mappings verifying (2.4) (see Ref. [2], 
Part I, Proposition 11 of Section 4). 

In the next section, in effect, we construct an uncountable family of such 
mappings by modifying slightly ¢p. 

3. The Code 

Let M = { M i } i = l , 2 . . .  be a strictly increasing sequence of positive integers, 
with M 1 > 3, and let ~ s X. We call "n-string" of ~ each k-ple of consecutive indices 
of 4, [i + 1, ..., i + k] such that: 

~ i + l  . . . .  ~ i + k  = 1 ; ~ i ~ - ~ i + k + l  = - -  1 ; M , < k < M n +  1 . 

Then we call the set [i + 1, ..., i + k] an "n-block" of ~ if it is contained between 
two consecutive n-strings (i.e. i is the endpoint of an n-string and i + k + 1 is the 
starting point of the following one) and there are no strings of higher order 
contained in it. 

Moreover, we call "changeable" an element ~i of ~ if by changing its sign the 
positions and the lenghts of blocks and strings remain unaltered. 

Let us consider, now, an n-block B = [i + 1 . . . . .  i + k] of ~ and let l <= k/2,  be 
the least positive integer (if it exists) such that: 

1) ~+1 + l*  ~i+k-l. 
2) In the segments [i + 1,..., i + l] and [i + k -  t,.. . ,  i + k] there are not 

strings. 
3) ~i + 1 + t and ~i + k-z are "changeable". 
If it is possible to find such an l, we call "conjugate elements associated to B" 

the pair {~i÷~+,, ~i+k-~}. It is clear that an element ~ can belong to at most one 
such pair. 
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It is not difficult to check that, #B, - a.e., each element of a sequence ~ belongs 
to infinitely many blocks and is between infinitely many pairs of conjugate 
elements. 

We can now define, /aM~- a.e., the map ~pM:X~  X in the following way: 
If (go x)~ does not belong to a pair of conjugate elements of the sequence go x, 

we put: 
(~PM x)i = (go x)i . (3.1) 

If, instead, (go x)~ is one of the two conjugate elements associated to a block B 
of go x, we put: 

(~PMX)i = (go X)i . X , ,  (3.2) 

where n e is the first element of the block B. In other words, the sequence tPMX is 
obtained from the sequence go x by changing only the conjugate elements associated 
to the blocks (of go x) that "in the sequence x begin with - 1" (note that it is surely 
(go x ) , ,  = - 1). 

Remark 1. Note that the sequences go x and ~pMx have blocks, strings and 
conjugate elements in the same positions. 

Remark 2. If we denote - x the sequence defined by ( -  x)i = - x i and we call 
aM~ the sequence obtained from ~ by changing the sign of all the conjugate 
elements of 4, we have: 

go(- x) = go(x) ; ~PM(-- X) = a M ~M(X). (3.3) 

4. Main Results 

We collect in the following proposition some statements which easily follow 
from the construction of ~PM: 

Proposition 1. For every increasin 9 sequence M of  positive integers with M1 > 2 
the map lp M commutes with T, is measurable with respect to ~ and is #M-almost  
continuous. I f  M and M'  are two different sequences: 

m~({x ~ Xl(~M X)o * (~M, X)o}) > 0. 

Hence by varying M we obtain an uncountable family of essentially different 
mappings. 

Theorem 1. For every M,  ~FM is #M~-  a.e. invertible and its inverse is almost 
continuous. 

Proof. We shall show that for #B -almost every ~ ~ X, there is a unique x ~ X 
such that: 

~MX = 4. (4.1) 

Let ¢ ~ X ;  for every index k, let B(k) be the least-order block of ~ such that: 
1) k belongs to the block B(k). 
2) There are, associated to B(k), two conjugate elements, i, j, such that 

i<=k<j. 
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It is clear that for a set of pB -measure 1 such a block exists. Let e(k) be the 
first element of B(k) [note that 2) implies that k is at least the second element of 
B(k)]. 

We observe that, for every sequence x: 

k 

Xk n_ Xa(k ) 1~ (q) X)l" ( 4 . 2 )  
l=a (k )+  1 

Suppose now that x satisfies (4.1). If I is not a conjugate element of ~ by Remark 1 
I cannot be a conjugate element of ~ox and we have (q~x), = ~,; if r, s are two con- 
jugate elements of ( we get 

(q,x), (~0 x)s = ~, G.  

Moreover the only conjugate element which occurs alone in the segment [a(k), k] 
is i. Hence: 

k 

1] (~x) ,=  H ~,(q,x),. 
l=a(k)+ 1 a(k)+ 1 <-l<--k 

l t i  

On the other hand, the construction of ~PM implies that: 

Using the last two equalities and (4.2) we have: 

k 

Xk = Y[ ~Z. (4.3) 
l=~(k)+ 1 

We have proved that the only sequence which can satisfy (4.1) is the one defined 
in (4.3). To verify that this sequence actually satisfies (4.1) note that 

(q~ xh  = - G 
if and only if: 

If we put: 

(4.4) means: 

k - 1  k - I  

B ( k -  1) =4= B(k); I-[ ~z = - [ I  ~-  (4.4) 
l==(k- 1)+ 1 l=e (k )+  1 

= min [e(k - 1), e(k)], 

fl = Max [ e ( k -  1), c~(k)] 

B ( k ) # B ( k - 1 ) ;  I-[ ~ k = - l .  
k=a¢+ 1 

This occurs if and only if k is a conjugate element of ~ associated to a block 
starting in a point fi such that xp = - 1. Furthermore the conjugate elements of 
and ~0(x) are the same. 

Hence the sequence defined in (4.3) satisfies (4.1). 
The last part of the theorem easily follows from the construction of ~M 1. 

Theorem 2. For every M, ~PM M~ = B~. 
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Proof. We take  in to  accoun t  the finite sequences of  the two number s  - 1, 1 
of  the type ~i f l  B f2 it,  where  B is an n-block,  ./1 and  fz  are  n-str ings a n d  ~i, ~l a re  
two negat ive  elements .  Let  F be such a sequence and  C F the co r r e spond ing  
cyl inder :  

Cv = {¢ ~ X l ~ l ' "  ~r = ¢ i f l  B f 2 ~ } .  

One can  easily real ize tha t  

~ ~ (CF) = CG u C~ ,  

where G, G are  finite sequences  such tha t  

q~ (C~) = a M qo (C6); ((~)i = - G~ 

We have 

uM~(C~) = ½UBo(CoO 

UM~(Wh ~ Cr) = uu.(CG) + uu~(CO 

= ~B~(C~G) = #~. (Cr)  • 

Since the cyl inders  of the type Cv, with their  t ransla tes ,  generate  the a - a lgeb ra  N, 
we have 

#M~(tp~ 1 Y) = #B~(Y) V Y s N .  (4.5) 
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